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Abstract

The Monge-Kantorovich transportation problem has a long and interest-

ing history and has found a great variety of applications (see Rachev and

R�uschendorf (1998)). Some interesting characterizations of optimal solutions

to the transportation problem (resp. coupling problems) have been found

recently. For the squared distance and discrete distributions they relate op-

timal solutions to generalized Voronoi diagrams. Numerically we investigate

the dependence of optimal couplings on variations of the coupling function.

Numerical results con�rm also a conjecture on optimal couplings in the one-

dimensional case for nonconvex coupling functions. A proof of this conjecture

is given under some technical conditions.

1 Introduction

In the transportation problem of Monge-Kantorovich there are given two mass dis-

tributions P , Q on (E;A) and a product measurable cost function c : E�E ! IR

+

.

The aim is to determine an optimal transportation plan �

�

in M(P;Q), the class

of probability measures on (E � E;A 
 A) with marginals P , Q, such that the

transportation cost is minimal. For technical reasons we consider the equivalent sup

problem; for the inf problem just switch from 'c' to '�c'.

C(P;Q) = sup

�

Z

c(x; y)d�(x; y);� 2M(P;Q)

�

=

Z

cd�

�

: (1.1)

Note that any � 2 M(P;Q) has the interpretation as a transportation plan which

transports the mass P to the mass Q. In terms of random variables an optimal

�
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transportation plan �

�

corresponds to an optimal c-coupling (X;Y ) of the distribu-

tions P , Q. If Y = �(X) is a function of X then we call � a Monge-function for

the coupling problem.

The Monge-Kantorovich problem has a long history dating back to Monge (1781)

and Kantorovich (1942). A detailed exposition of this problem and of its many

applications is given in Rachev and R�uschendorf (1998). A basic result in this

context is the duality theorem

C(P;Q) (1.2)

= inf

�

Z

fdP +

Z

gdQ; f 2 L

1

(P ); g 2 L

1

(Q); f(x) + g(y) � c(x; y) 8x; y

�

:

This duality result holds true for all bounded (or uniformly integrable) measurable

functions c if (E;A; P ) is a perfect measure space. It has been found recently that

in a somewhat stronger form it holds true in general only for perfect measure spaces

(see Ramachandran and R�uschendorf (1998)).

A real function f on E is called c-convex if

f(x) = sup

(y;a)2A�E�IR

	

y;a

(x) (1.3)

where A is any subset of E � IR

	

y;a

(x) = c(x; y) + a (1.4)

is determined by the shift a and the translation y. The c-subdi�erential

@

c

f(x) = fy : f(z)� f(x) � c(z; y)� c(x; y) 8z 2 domfg (1.5)

then is characterized in the following way (see Figure 1):

y 2 @

c

f(x) if and only if there exists a shift a such that

	

y;a

(x) = f(x) and 	

y;a

(z) � f(z); 8z 2 domf: (1.6)

x y

ψ

f

y

ψ

Figure 1: c-convexity and c-subdi�erentiability
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A basic characterization of optimal transportation plans resp. c-optimal couplings

has been given in R�uschendorf (1991): A pair (X;Y ) with X � P , Y � Q is a

c-optimal coupling if and only if

Y 2 @

c

f(X) a:s: (1.7)

for some c-convex function f .

A condition equivalent to (1.7) characterizes the c-optimal couplings by c-cyclical

monotonicity of the support (see Smith and Knott (1992)). For the quadratic cost

function c(x; y) = �kx � yk

2

a function f is c-convex if and only if

b

f(x) = f(x) +

1

2

kxk

2

is convex and lower semicontinuous and y 2 @

c

f(x) if and only if y 2 @

b

f(x).

The optimal coupling of multivariate normal distributions has been found in Olkin

and Pukelsheim (1982) by direct methods. For the general case and several examples

see R�uschendorf and Rachev (1990).

For the optimal coupling of P with a discrete measure Q =

P

n

i=1

�

i

�

y

i

one can

restrict to c-convex functions of the form

f(x) = sup

1�i�n

(c(x; y

i

) + a

i

): (1.8)

as the c-subgradients are given by the translations (see (1.6)). Then with

A

i

:= fx : f(x) = c(x; y

i

) + a

i

g

y

i

2 @

c

f(x) if and only if x 2 A

i

: (1.9)

Therefore, the problem to determine optimal couplings is reduced to determine

shifts a

i

, such that the `Voronoi type' partitioning set A

i

has the correct mass

P (A

i

) = �

i

; 1 � i � n. For coupling to discrete distributions and related examples

see R�uschendorf and Uckelmann (1997). A connection to generalized Voronoi dia-

grams (power diagrams) in the case of squared distance kx� yk

2

has been given in

Aurenhammer, Ho�mann, and Aronov (1998) where for P discrete supported by m

points an algorithm is introduced which uses time of order O(n

2

m logm+nm log

2

m).
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In the following example based on the characterization in (1.9) (see Figures 2

and 3) the exact optimal solution is determined for the squared distance where

P = U([0; 1])

2

is the uniform distribution on [0; 1]

2

; n = 8 with

y

i

=

 

0

1

!

;

 

0:5

0:5

!

;

 

1

1

!

;

 

1

0

!

;

 

0

0

!

;

 

1

4

!

;

 

2

3

!

;

 

1

2

!

and masses �

i

= 0:105; 0:2; 0:125; 0:125; 0:125; 0:125; 0:12; 0:1; 0:1.

The next three dimensional example is for P = U([0; 1]

3

) and n = 3 with y

i

=

0

B

@

0:2

0:2

0:2

1

C

A

;

0

B

@

0:2

0:2

0:8

1

C

A

;

0

B

@

0:8

0:8

0:8

1

C

A

, (see Figure 4).

Figure 4:

`

2

-partition of unit cube

Figure 5:

optimal partition
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c-convex function

The method also applies to nondi�erentiable coupling functions. In the following

example the coupling function c is nondi�erentiable, c(x; y) = �h(kx� yk), where

h(t) = min(�; t), P = U([0; 1]

2

),

y

i

=

 

100

100

!

;

 

1/3

2/3

!

;

 

2/3

2/3

!

;

 

1/2

1/2

!

; 1 � i � 4 and

y

k

=

 

t

k

f(t

k

)

!

; t

k

2

�

1

3

;

2

3

�

; 4 � k � n; f(t) =

�

t�

1

2

�

2

+

1

4

:

So in this case the optimal coupling produces a `smile e�ect' (see Figures 5 and 6).

2 Approximative solutions and linear programs

For the approximative optimal c-couplings of P = U([0; 1]

2

) and Q =

P

m

k=1

�

k

"

a

k

,

a

k

2 IR

2

one can use a discretized version

e

P of P of the form

e

P =

1

(n+ 1)

2

n

X

i=0

n

X

j=0

�

x

i;j

; x

ij

=

�

i

n

;

j

n

�

(2.1)



Results for the transportation problem of Monge-Kantorovich 5

and then solve the linear program

m

X

k=1

n

X

i;j=0

c

ijk

x

ijk

= min! (2.2)

where c

ijk

= c(x

ij

; a

k

) and

P

n

i;j=0

x

ijk

= (n+ 1)

2

�

k

; k = 1; : : : ;m,

P

m

k=1

x

ijk

= 1.

The following examples were calculated using the program Soplex by Wunder-

ling (1996). They show the dependence of optimal couplings on a variation of the

distance. The qualitative form of dependence of optimal couplings on the coupling

functions seen in the numerical examples is expected from the nature of the `

p

-

metrics which for increasing p weight heavily mis�ts in the couplings of a larger

magnitude. The �rst example is based on the same data as in Figure 2 for m = 8.

It also shows that the numerical results are in good coincidence with the theoretical

optimal coupling in Figure 2.
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Figure 7: Approximative `
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-partition, m = 8

The second example adds seven more points to the discrete distribution consid-

ered above, so m = 15 (see Figure 8).
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-partition, m = 15

Note that the linear program in (2.2) is not easy to solve. For 2 two-dimensional

distributions with a discretized 50 x 50 grid one obtains a linear program with about

6 million variables. So one has to restrict to coarser grids or use carefully designed

programs. The Soplex program can handle up to 2 million variables.
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3 Optimal couplings of one-dimensional distribu-

tions

By a classical result of Dall'Aglio (1956) EjX � Y j

�

; � � 1 is minimized in the

class of random variables with one-dimensional distributions P;Q by X = F

�1

P

(U),

Y = F

�1

Q

(U) where U

d

= U([0; 1]) is uniformly distributed on [0; 1]. This result has

been generalized to quasi-monotone costs c(x; y) such as �(jx� yj), or �(x+ y);�

convex in Cambanis, Simons, and Stout (1976).

More general nonconvex costs of the form c(x; y) = �(x� y) or �(jx� yj) have

been dealt with in Uckelmann (1997) and McCann (1999). While Uckelmann used

the duality based approach as described in section one to obtain explicit solutions

in the uniform case, McCann gave an analysis for concave costs �(jx� yj) based on

an elementary geometric no crossing rule already noticed by Monge. His detailed

analysis reduces the optimal transportation to a (�nite) parametric optimization

problem for the coupling of general distributions.

Consider c(x; y) = �(x + y) where � : [0; 2] ! IR is in C

2

, � is convex on

[0; k

1

] [ [k

2

; 2] and concave on [k

1

; k

2

] in other words � is convex, concave, convex.

Let P = Q be uniform on [0; 1] and let 0 � k

1

< k

2

� 2, 0 < � < � < 1 be solutions

of the equations

�(2�)� �(� + �) + (� � �)�

0

(�+ �) = 0 (3.1)

�(2�)� �(� + �) + (� � �)�

0

(�+ �) = 0

then an optimal coupling of P;Q w.r.t. c(x; y) = �(x + y) is given by (U;�(U))

where U

d

= U([0; 1]) and

�(x) =

(

x x 2[0; �] [ [�; 1]

� + � � x x 2(�; �)

(3.2)

(see Uckelmann (1997) (see Figure 9)).

Similar solutions are obtained for costs �(x� y);� as above and for �(jx � yj)

where � is concave, convex. These cases can be reduced directly to the case of costs

of the form �(x+ y) (see Figure 10).
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Optimal measure for c(x; y) = �(x+y)
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c(x; y) = �(jx�yj), �(t) = at

4

+bt

2

+c

The strategy to prove optimality is to de�ne

f = f

1

1

[0;�]

+ f

2

1

[�;�]

+ f

3

1

[�;1]

(3.3)

where

f

1

(x) =

1

2

�(2x);

f

2

(x) =

1

2

�(2�) + �

0

(�+ �)(x� �)

and f

3

(x) =

1

2

�(2x) +

1

2

(�(2�) � �(2�)) + (� � �)�

0

(�+ �)

and, furthermore,

	

1

(�) = �(x+ �) �

1

2

�(2x) (3.4)

	

2

(�) = �(�+ � � x+ �) + (x� �)�

0

(�+ �) +

1

2

�(2�) � �(�+ �)

	

3

(�) = �(x+ �) �

1

2

�(2x) +

1

2

(�(2�) � �(2�)) + (� � �)�

0

(� + �):

f is patched together by f

1

; f

3

corresponding to the convex parts of � and f

2

corre-

sponding to the concave part and 	

1

= 	

1

x

; x 2 [0; �];	

2

= 	

2

�+��x

; x 2 [�; �];	

3

=

	

3

x

; x 2 [�; 1] are as in (1.6) (see also Figure 11) for the convex and concave parts. By

de�nition f

i

(x) = 	

i

(x);8i; x. Equation (3.1) allows to patch continuously together

the 	-functions, 	

�(�)

(�) = f(�);	

�(�)

(�) = f(�).

These equations are used to establish that f(�) � 	

i

(�); � 2 [0; 1]; i = 1; 2; 3.

This inequality implies that f is c-convex and by de�nition of 	

i

one obtains � 2 @

c

f ,

i.e. � is an optimal coupling function.

These results now seem to suggest a solution for costs of the form �(x + y)

where � changes its convexity behavior more than two times. Assume e.g. that � is
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convex-concave-convex-concave-convex (i.e. four changes) and let � < � solve (3.1)

and 0 < � < � < � < " <  solve additionally

�(2�)��(� + ") + ("� �)�

0

(� + ") = 0 (3.5)

�(2") ��(� + ") + (� � ")�

0

(� + ") = 0

then

�(x) =

8

>

<

>

:

x; x 2[0; �] [ [�; �][ ["; 1]

�+ � � x; x 2(�; �)

� + "� x; x 2(�; ")

is conjectured to be optimal.

We do not have a formal proof of this statement (the admissibility part is not

easy). One can see however analytically that � is optimal in the class of all distri-

butions of this special form (i.e. with alternating linear increasing and decreasing

parts); the equations for �; �; �; " are the critical �rst order equations. Also examples

calculated approximatively by the corresponding linear programs con�rm this.

Consider e.g. c(x; y) = �(x+ y) with �(t) = 0:092t

6

� 0:498t

5

+ t

4

+ 0:910t

3

+

0:406t

2

then � has four convexity changes and one obtains � = 0:1; � = 0:3; � =

0:6; " = 0:8.
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Figure 12: Solution for 4 convexity changes
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The example is calculated by discrete approximation based on a 100 � 100 grid

with help of Mathematica.

Changing the coupling function (by componentwise transformation) one can sim-

ilarly produce coupling problems which have a shifted pattern of the linear terms

as `optimal' solutions; thus for any shu�ing of min distribution (see Mikusinski,

Sherwood, and Taylor (1991)) one can produce coupling functions c such that this

distribution is a c-optimal coupling.

To deal with the optimal coupling for general distributions P;Q on (IR

1

;B

1

)

with continuous distribution functions F;G and coupling function c : IR

2

! IR

1

let

S = F

�1

; T = G

�1

and de�ne the transformed costs

e

c(x; y) = c(S(x); T (y)) on [0; 1]

2

then for X

d

= P; Y

d

= Q

Ec(X;Y ) = Ec(S � F (X); T �G(Y ))

= E

e

c(F (X); G(Y )) and, conversely, for

U; V

d

= U([0; 1])

E

e

c(U; V ) = Ec(X;Y ) with X = S(U); Y = T (V ):

This implies

sup

X

d

=P;Y

d

=Q

Ec(X;Y ) = sup

U

d

=V

d

=U[0;1]

E

e

c(U; V ); (3.6)

so the optimal coupling problem (P;Q; c) can be reduced to the optimal coupling of

two uniform distributions w.r.t.

e

c.

The constructions in the following convex resp. concave case are used in the

further development of the problem.

Example 3.1

a) convex costs

Let F;G be continuous strictly monotone and c(x; y) = �(x + y); � convex,

then

(F

�1

(U); G

�1

(U)) is a c-optimal coupling. (3.7)

We prove this wellknown result based on the characterization of optimal couplings

as given in the introduction.

Let

f(x) := �(S(x) + T (x)) +

Z

1

x

T

0

(t)�

0

(S(t) + T (t)) dt

	

x

(�) := �(S(�) + T (x)) +

Z

1

x

T

0

(t)�

0

(S(t) + T (t)) dt
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then

f(x) = 	

x

(x)

and

f(�) �	

x

(�) = �(S(�) + T (�))� �(S(�) + T (x)) +

Z

x

�

T

0

(t)�

0

(S(t) + T (t)) dt

=

Z

x

�

T

0

(t) [�

0

(S(t) + T (t))� �

0

(S(�) + T (t))] dt:

Convexity of � implies

�

0

(S(t) + T (t))��

0

(S(�) + T (t))

(

� 0 for t � �

� 0 for t � �:

Using T

0

(t) � 0 this implies

f(�) � 	

x

(�) for all x; � 2 [0; 1]

and the pair (U;U) is an optimal

e

c coupling,

e

c(x; y) = �(S(x)+T (y)). Therefore,

by (3.6) (F

�1

(U); G

�1

(U)) is an optimal c�coupling of P;Q.

b) concave case

If � is concave, c(x; y) = �(x+ y), then

(F

�1

(U); G

�1

(1 � U) (3.8)

is c-optimal.

The proof is similar to that of (3.7) using now

g(x) = �(S(x) + T (1� x))�

Z

1

x

T

0

(1 � t)�

0

(S(t) + T (1� t))dt

as a

e

c-convex function and showing that 1� x 2 @

~c

g(x) for all x 2 [0; 1].

Consider next the case where the convexity behavior of � changes once. Let

� 2 C

2

, be strictly convex on (�1; �] and strictly concave on [�;1), i.e.

�

00

(t)

(

> 0 for t < �

< 0 for t > �:

De�ne

�(t) = �

�

(t) = F

�1

(t) +G

�1

(1 + �� t) (3.9)

= S(t) + T (1 + � � t);

H

x

(t) = �

0

(S(x) + T (1 + �� t))� �

0

(�(t));

G

y

(t) = �

0

(S(t) + T (1 + �� y))� �

0

(�(t));

then the following explicit optimal coupling result holds.
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Theorem 1 Let P;Q have bounded support and strictly increasing di�erentiable

distribution functions F;G. Let � 2 (0; 1) be a solution of the equation

�(S(�) + T (1))��(S(�) + T (�)) =

Z

1

�

T

0

(1 + �� t)�

0

(�(t)) dt: (3.10)

and assume that

a) �(t) � � for t 2 [�; 1]

b) �

0

(S(�) + T (�)) � minf�

0

(�(�));�

0

(�(1))g

c) For y 2 [�; 1] the functions H

�

; G

y

have at most two zeros in [�; 1].

Then (F

�1

(U); G

�1

(�U)) is a c-optimal coupling with

�(x) =

(

x for x 2 [0; �]

1 + �� x for x 2 (�; 1]

i.e. G

�1

� � � F is a c-optimal coupling function.

Proof: For the proof we construct a

e

c-convex function f , with

e

c(x; y) = �(S(x) +

T (y)) such that �(u) 2 @

ec

f(u); u 2 [0; 1]. Then the result follows from (3.6).

De�ne

f(x) = f

1

(x)1l

[0;�]

(x) + f

2

(x)1l

[�;1]

(x) (3.11)

with

f

1

(x) := �(S(x) + T (x))�

Z

x

�

T

0

(t)�

0

(S(t) + T (t))dt

f

2

(x) := �(S(x) + T (1 + �� x))�

Z

1

x

T

0

(1 + �� t)�

0

(�(t))dt:

De�ne for x 2 [0; �]

	

1

(�) :=

e

c(�; x) + a

1

= �(S(�) + T (x))�

Z

x

�

T

0

(t)�

0

(S(t) + T (t))dt

and for x 2 (�; 1]

	

2

(�) :=

e

c(�; 1 + � � x) + a

2

= �(S(�) + T (1 + �� x))�

Z

1

x

T

0

(1 + �� t)�

0

(�(t))dt:

Note that f

i

;	

i

correspond to the convex resp. concave case in Example 3.1. Since

f(x) = 	

1

(x)1l

[0;�]

(x) + 	

2

(x)1l

[�;1]

(x)
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it remains to prove that

f(�) �  

i

(�) for all � 2 [0; 1]; i = 1; 2 (3.12)

which implies that �(u) 2 @

ec

f(u). Note that from (3.10)

0 =

Z

1

�

T

0

(1 + � � t) [�

0

(�(t))� �

0

(H

�

(t))] dt:

Therefore, there exists � 2 (�; 1) such that �

0

(�(� )) = �

0

(H

�

(� )). This implies

S(�) + T (1 + � � � ) � � � �(� ) and using monotonicity of T;�

0

on [(�1; �] it

follows that S(�) + T (�) � � and so �(S(t) + T (t)) is convex on [0; �].

To prove (3.12) one has to consider several cases. For x; � 2 [0; �] is

D

1

(�; x) := f

1

(�) �	

1

(�)

= �(S(�) + T (�))� �(S(�) + T (x))�

Z

�

x

T

0

(t)�

0

(S(t) + T (t)) dt

� 0

as in Example 3.1 a).

Similarly, using the assumptions of the Theorem one obtains (after a lot of cal-

culations and case distinctions) for (x; �) 2 [0; �]� [�; 1][ [�; 1]� [0; �][ [�; 1]� [�; 1]

that f

i

(�) � 	

j

(�) (with i; j corresponding to the combination of intervals). The

proof of these inequalities is technically somewhat involved; for details we refer to

the dissertation of Uckelmann (1998). 2

Example 3.2

a) Consider c(x; y) = �(x + y � 1)

3

and P;Q with densities f(x) � 1, g(x) =

12(x�

1

2

)

2

. Then G(x) = 4

�

x�

1

2

�

3

+

1

2

; F (x) = x and G

�1

(u) =

�

u

4

�

1

8

�

1=3

+

1

2

.

The assumptions of the theorem are ful�lled with �(t) = �(t� 1)

3

, � = 1. This

can be seen from Figure 13.

Therefore,

�

1

(u) := G

�1

(u)1l

[0;�]

(u) + G

�1

(1 � u)1l

(�;1]

with � = 0:261

is a c-optimal coupling of P;Q.

b) If g(x) = 2x, then similarly as in a) �

2

(u) =

p

u1l

[0;�]

(u) +

p

1 � u 1l

[0;�]

(u), with

� = 0:121 is c-optimal.

c) approximative solutions

If we discretize the transportation problem on the grid

i

n+1

, 0 � i � n, with

marginal densities f

�

i

n+1

�

, g

�

i

n+1

�

then we obtain with help of Mathematica

(for n = 50) the following solutions in examples a) resp. b) which con�rm the

result of Theorem 1 (see Figures 14 and 15).
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x
10.80.60.40.20

t

1

0.8

0.6

0.4

0.2

0

y
10.80.60.40.20

t

1

0.8

0.6

0.4

0.2

0

t 10.80.60.40.2

1.4

1.3

1.2

1.1

1

f(x; t) : H

x

(t) = 0g f(y; t) : G

y

(t) = 0g �(t)

Figure 13: Validity of assumptions in Theorem 1
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0
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20

30
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50

Figure 14:

solution in the linear case g(x) = 2x

0 10 20 30 40 50
0

10

20

30

40

50

Figure 15:

quadratic case g(x) = 12(x �

1

2

)

2

Open Question. It is not known whether the conditions in Theorem 1 are necessary

to prove optimality of the pair (F

�1

(U); G

�1

(�U)). From several numerical results

it seems that this coupling is optimal in general for the considered type of coupling

function.
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